
Abstract— TCP Reno versions are widely used in current 

network, however it has been actualized that their throughput 

deteriorates in high-speed network and wireless environments. To 

overcome these problems of TCP Reno versions, a number of 

protocols have been proposed. In these researches, friendliness 

with TCP Reno becomes important. TCP Westwood is an example 

that is based on end-to-end bandwidth estimate, and brings higher 

efficiency performances. However it will be shown that the 

friendliness with TCP Reno is deteriorated according to network 

situations such as the buffer size of a bottleneck link router. In this 

paper, we quantify the buffer size that TCP Reno and TCP 

Westwood perform friendly to each other, and  then propose an 

improved version of TCP Westwood that achieves friendliness 

with TCP Reno  by estimating the buffer size of a bottleneck link 

router by using bandwidth estimation technique, RCE, and by 

updating congestion control parameters under the constraint of 

throughput estimation models. We confirm effectiveness of our 

proposal scheme by extensive simulation experiments. Simulation 

results show that our proposed scheme performs friendly to TCP 

Reno in various network situations independently of router buffer 

sizes. 

Index Terms—TCP Westwood, TCP Reno, Friendliness, 

Router Buffer Size 

I. INTRODUCTION

HE TCP(Transmission Control Protocol ) protocol is 

widely used in current network, provides end-to-end, 

reliable congestion control. The majority of data services in the 

Internet are carried by TCP, with applications including FTP 

(File Transfer Protocol) and HTTP (Hyper Text Transfer 

Protocol). Recently, while the amount of Internet traffic is 

explosively increasing with the rapid growth of Internet users, 

Internet is evolving to high speed network with large 

bandwidth delay product and wireless environments. Thus 

even if the network infrastructure may change, TCP has to 

adapt to these various networks in a scalable manner. 

The TCP congestion control mechanisms have evolved over 

time, from TCP Tahoe to the currently widely used TCP Reno 

versions (Reno [1], NewReno [10], SACK [9]). However many 

problems of TCP Reno have been actualized. When TCP Reno 

are used for high speed network environments with large 

bandwidth delay product, it can not achieve enough 

throughputs to fill link bandwidth because of the essential 

nature of TCP Reno’s congestion control mechanism. The main 

reason is that TCP Reno decreases its congestion window size 

dramatically when packet losses are detected, but increases it 

slightly when no packets are lost. Furthermore, when TCP 

Reno is used for wireless environments, their throughput is 

degraded. This is because TCP Reno is originally designed for 

traditional wired environments, where congestion accounts for 

packet losses. However, unlikely to wired environments, in 

wireless environments, packet losses are due to bit errors and 

external interference over wireless links. The congestion 

control mechanism of current TCP Reno detects packet losses 

due to not only congestion but also link error such as wireless 

environments, and reduce its congestion window size.  

To overcome these problems of TCP Reno, a number of 

protocols have been proposed; for example, TCP Vegas[13], 

FAST TCP [20], Highspeed TCP[14], Scalable TCP[15], and 

TCP Westwood[2][3].  In such researches, friendliness with 

legacy protocol becomes important problem.   

However, in the situation where TCP Reno and new 

protocols connections share the same bottleneck link, occurs a 

problem that throughput of either one protocol is degraded. 

Among of them, in the case of TCP Westwood, when the buffer 

size of bottleneck link router is set to bandwidth delay product, 

TCP Westwood achieves friendliness with TCP Reno. 

However, if the buffer size is not set to the bandwidth delay 

product, the friendliness with TCP Reno is deteriorated. For 

example, when buffer size is set to smaller than bandwidth 

delay product, throughput of TCP Reno connections is 

degraded. On the other hand, when buffer size is set to larger 

than bandwidth delay product, throughput of TCP Westwood 

connections is degraded by TCP Reno connection 

In this paper, we propose an improved version of TCP 

Westwood to overcome unfriendliness of TCP Westwood 

according to buffer size of bottleneck link router. We first 

investigate the friendliness of TCP Westwood through 

mathematical analysis using throughput model. We then 

estimate the buffer size of the bottleneck link router by 

applying a bandwidth estimation technique known as RCE

(Residual Capacity Estimator) [4], and set the parameter 

considering difference between actual buffer size and the 

buffer size in mathematical analysis. Simulation results using 

ns-2 will show that proposal method achieve friendliness with 
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TCP Reno all the case of variety buffer size of bottleneck link 

router. 

The rest of this paper is organized as follows. In Section ,

we summarized the congestion control mechanism TCP 

Westwood. In Section , the problem of TCP Westwood is 

described in detail, and buffer size with friendliness to TCP 

Reno is quantified by mathematical analysis. In Section , we 

propose an improved version of TCP Westwood, and show its 

effectiveness through various simulation experiments in 

Section .  We finally conclude this paper in section .

II.CONGESTION CONTROL MECHANISMS OF TCP WESTWOOD

  TCP Westwood[2] [3] is a sender-side only modification of 

TCP. In TCP Westwood, the sender continuously monitors 

ACK packets from the receiver and computes the current 

Eligible Rate Estimation (ERE) for this connection. The ERE 

depends on an adaptive estimation technique applied to ACK 

packets stream. Several of ERE methods had been proposed, 

for example, Bandwidth Estimation (BE) [2], Rate Estimation 

(RE) [3], and Adaptive Bandwidth Share Estimation (ABSE) 

[16][17]. In this paper, we use a Rate Estimation (RE) method.  

In the RE method, the sender considers the amount of data 

acknowledged during the latest interval of time T, which is 

typically a RTT (round trip time), and computes the RE sample 

as the amount of data successfully delivered divided by interval 

of time T. Then the RE samples are fed into a low-pass filter to 

get a smoothed estimate. If TCP Westwood sender detects 

packet losses by duplicate ACK packets, cwnd and ssthresh are 

updated as follows; 

,)(

;
8*_

)*( min

ssthreshcwndssthreshcwndif

sizePacket

RTTERE
ssthresh

                      (1) 

where ERE is estimated bandwidth obtained by the RE method, 

and minRTT  is the minimum of RTT. On the other hand, if the 

TCP Westwood sender detects packet losses by retransmission 

timeout expiration, cwnd and ssthresh are updated as follows; 

;
8*_
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                                      (2) 

III. THE PROBLEM OF TCP WESTWOOD

In this section, we firstly describe a problem of TCP 

Westwood about its sensitiveness to a buffer size of the 

bottleneck router. We then analyze mathematically its 

friendliness with Reno using steady state throughput models, 

and quantify a buffer size which enables TCP Reno and TCP 

Westwood to perform friendly to each other.  

A. Router buffer problem of TCP Westwood  

 TCP Westwood uses the minimum RTT ( minRTT ) to set the 

ssthresh, but this means that TCP Westwood does not consider 

RTT oscillation which happens when network begins to be 

congested. The fact that RTT relies on link delay 

(approximately minRTT ) and buffering delay means that TCP 

Westwood performance will depend on buffer size of a 

bottleneck link router. 

Sizes of router buffers are determined based on rule-of 

thumb. A router needs an amount of buffering time in the buffer 

that is equal to an average round trip time of a connection that 

passes through the router multiplied by a link capacity as 

8*_

*

sizePacket

CRTT
B                                                            (3) 

where B is a buffer size, RTT   is an average round trip time 

of a connection, and C is a link capacity. This is a well-known 

rule and is equal to bandwidth-delay product (BDP). However, 

the routers can not know RTT  of a connection that passes 

through the router, moreover, and RTT of each connection that 

passes through the router is different. Therefore, network router 

manufactures assigns typical RTT values such as 250ms or 

more of buffering time [18] [19].  It is impractical for all TCP 

connections to be assigned a buffer size that is equal to BDP of 

each connection. 

In the situation where TCP Reno and TCP Westwood 

connections share the bottleneck link, when the buffer size is 

smaller than BDP, buffer overflows happen frequency, and 

both TCP Reno and TCP Westwood connections can not 

increase their window sizes to fill the link capacity before the 

buffer overflow. TCP Reno connection detects packet losses by 

duplicate ACK packets, and reduces its window size by half, 

which would be smaller than half of the link capacity, while 

TCP Westwood keeps higher window sizes corresponding to 

the eligible rate estimation (ERE). As a result, throughputs of 

TCP Reno connections are degraded by TCP Westwood 

connections, thus it is unfriendly. 

On the other hand, when the buffer size is larger than BDP, 

throughputs of TCP Westwood connections are degraded 

oppositely by TCP Reno connections. TCP Reno connection 

detects packet losses by duplicate ACK packets, and reduces its 

window size by half, but the reduced window size is still too 

large to clear the buffer. On the other contrary, due to the large 

buffer size, TCP Westwood connections reduce the cwnd and 

ssthresh much more than half and clear the buffer much faster. 

Thus it is unfriendly, too.   

B. Mathematical analysis of friendliness with TCP Reno 

This subsection investigates the problem of TCP Westwood 

shown in the previous subsection using a steady state 

throughput estimation model of TCP Reno and TCP Westwood. 

We then quantify the buffer size that TCP Reno and TCP 

Westwood are friendly to each other.  

Steady state throughput estimation for TCP Reno is given by  

p

p

RTT
S no

)1(21
Re                                            (4) 

where p is loss probability [7]. Similarly, steady state 

throughput estimation for TCP Westwood is provided by 
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where qT  is a average buffering time that is equal to the 

difference between RTT and the minimum round-trip time 

minRTT , i.e., minRTTRTT [8]. With reference to friendliness, 

by comparing Eq.(4) and Eq.(5), it can be noted that the both 

throughputs of TCP Reno and TCP Westwood is proportional 

to p/1 . However, the TCP Westwood throughput model has 

a buffering delay of parameter qT , which will cause 

unfriendliness with TCP Reno. 

On the other hand, the buffering delay qT  is given by using 

buffer size B by 

            
C

sizePacketB
Tq

8*_*
                                        (6) 

where C is a link capacity. When Eq.(5) is equal to Eq.(4), TCP 

Reno and TCP Westwood are friendly to each other, where 

buffer size B corresponds to the case of setting  

8*_

* min

sizePacket

RTTC
B                                                (7) 

This is equal to the bandwidth-delay product (BDP) of Eq.(3). 

When the buffer size of router is set to half of BDP of the TCP 

Westwood connection, according to Eq.(5), the throughput 

ratio between TCP Westwood and TCP Reno becomes 1.4,.  

When the buffer size of router is set to twice of BDP, the ratio 

becomes 0.7. 

IV. IMPROVED VERSION OF TCP WESTWOOD

In this section, we describe Residual Capacity Estimator 

used by the proposal method. Next, we propose an improved 

version of TCP Westwood. 

A. Residual Capacity Estimator (RCE) [4]

 Residual Capacity Estimator (RCE) scheme is able to 

estimate the bottleneck link capacity deducted by the uniformly 

distributed traffic present. The RCE scheme is based on a 

packet train scheme [5] of which expands a packet pair scheme 

[6]. The RCE scheme eliminates buffering times. The sender 

counts packets leaving to the receiver in retransmission 

time-out (RTO), and then the sender waits for correspondent 

returning ACK packets, where the time is set to 

ACKs_slot_time. Here, the sender calculates the wasted_time 

from the ACKs_slot_time standpoint. The sender measures an 

average of the interarrival time between the ACKs of 

ACKs_slot_time. The wasted_time is then computed as the sum 

of time exceeding the average in each interarrival time of 

ACKs_slot_time. The exceeding gap times between ACKs are 

most likely a result of having periods of buffering. Then the 

sender computes the bottleneck link capacity by     

      
timeWastedtimeslotACKs

ACKedBits
C

___

_
                    (8) 

where Bits_ACKed is the total packets size acknowledged by 

ACK packets in ACKs_slot_time.

B. TCP Westwood improvement considering buffer size 

1) Buffer size estimation 

The buffer size of the bottleneck link router is estimated by 

the difference between RTT and minRTT  multiplied by a link 

capacity by 

         
8*_

*)(
_ min

sizePacket

CRTTRTT
estimteBS                         (9) 

where BS_estimte is an estimated actual buffer size, and C is a 

bottleneck link capacity estimated using RCE scheme.  

2) RTTmin compensation 

As explained in subsection -B,  only when the buffer size 

of a bottleneck link router is equal to BDP, TCP Westwood can 

achieve friendliness with TCP Reno. Then the buffer delay 

difference between the actual buffer size, BS_estimate and the 

BDP are calculated by 

C

sizePacketBDPestimateBS
delaydiff

8*_*)_(
_ (10)  

where the BDP is calculated by Eq(7). The steady state 

throughput estimation model of TCP Westwood which is 

friendly with TCP Reno can be modified by substituting 

diff_delay in RTT of Eq,(5), and a fair_response, that is the 

parts of  a friendliness throughput in Eq.(5) except a loss 

probability part, is achieved by   

min)_(

_
_

RTTdelaydiffRTT

delaydiffRTT
responsefrindly     (11) 

Therefore TCP Westwood can achieve the friendliness with 

TCP Reno regardless of the buffer size of a bottleneck link 

router by updating the throughput estimation model of TCP 

Westwood using diff_delay which is buffer delay difference 

between the actual buffer size and the BDP. Furthermore 

minRTT is compensated by reflecting Eq (11) in minRTT  of 

Eq.(5).

        

min

2min

_

_
_

RTT
delaydiffRTT

RTT

responsefair

RTT
RTTRTTdcompensate

    (12)          

Finally, when packet losses are detected, the ssthresh is 

updated by applying  
min_ RTTdcompensate  by 

        
8*_

_* min

sizePacket

RTTdcompensateERE
ssthresh                     (13) 

V.PERFORMANCE EVALUATION

In this section, we compare the performance of TCP 

Westwood and our proposal scheme under various network 

conditions. All results are obtained using ns2 simulator [12]. 

We first evaluate the throughput ratio between legacy protocols 

and TCP Westwood or our proposal scheme with variant buffer 
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sizes of a bottleneck link router in section -A. Second, in 

section -B, we prove effectiveness of our proposal scheme 

using an efficiency/friendliness tradeoff graph. In section -C,

we evaluate the fairness between flows with different  round 

trip propagation delay connections. . 

A. Throughput Ratio for Variants Buffer Sizes 

In this subsection, we evaluate the impact of buffer sizes on 

friendliness. The network topology consists of two sender hosts 

(S1 and S2), two receiver hosts (D1 and D2) and two routers 

(R1 and R2). Host S1 uses TCP Westwood or our proposal 

scheme for data transmission, and host S2 using TCP Reno 

versions shares the same link between routers R1 and R2. That 

is, one connection of TCP Westwood/our proposal scheme and 

another connection of TCP Reno versions compete on the 

bottleneck link. The bandwidth and the propagation delay of 

each link between the routers and sender/receiver hosts is 

100[Mbps] and 5[ms]. The bandwidth and the propagation 

delay of the link between R1 and R2 is 50[Mbps] and 35[ms]. 

The total round trip delay between the sender hosts and the 

receiver hosts is 90[ms]. When we assume the packet size is 

1500 byte, the bandwidth delay product becomes 375[packets]. 

We use a TailDrop discipline for buffer management of router 

R1.

We then investigate a throughput ratio in the steady state 

between TCP Reno versions and TCP Westwood/our proposal 

scheme with variant buffer sizes. The buffer size is set to four 

different values. The throughput ratio is calculated by 

throughputocollegacyprot

throughputWestwood
ratioThroughput

_

_
            (14) 

Fig. 1 (a), (b) and  (c) shows throughput ratios for TCP Reno, 

TCP NewReno, and TCP SACK, respectively. In these figures, 

it can be noted that TCP Westwood achieves friendliness to 

TCP Reno versions only when the buffer size of a bottleneck 

link router is set to 375[packets], that is the exact BDP in our 

simulation condition. However, when the buffer size is not set 

to 375[packets], friendliness with TCP Reno versions  is 

deteriorated as already explained in subsection -A. On the 

other hand, it should be emphasized that our proposal scheme 

achieves friendliness with TCP Reno versions for variant 

buffer sizes, because our proposal scheme adapts the 

minRTT according to the buffer size of a bottleneck link router. 

B. Efficiency/Friendliness Tradeoff graph 

To prove effectiveness of our proposal scheme more strictly, 

we use an efficiency/friendliness tradeoff graph. This tradeoff 

graph represents how the total link utilization (efficiency) and 

throughput of TCP Reno (friendliness) are impacted by our 

proposal scheme. Following experiments are carried out to 

produce a point on the graph; 

1) A simulation with multiple TCP Reno flows  is carried 

out as the base case, where N is the number of TCP Reno 

flows. Throughput of each flow and total link utilization 

are measured.

2) Another simulation with half of the flows replaced by 

either TCP Westwood or our proposal scheme is 

executed. New throughput and link utilization are 

measured.

Let 1Re not  be the average throughput of flows in the first 

simulation, and 1U  be the total link utilization. Similarly, let 

2Re not  be the average throughput of TCP Reno flows in the 

second simulation, and 2U  be the total link utilization. 

We then define next two parameters by 

1Re2Re

12

/L"ThroughputProtocolLegacy"

/URatio"GainnUtilizatio"

nono tt

UG
   (15) 

  For each simulation scenario, we get G and L, and plot a point 

(L, G) on the efficiency/friendliness tradeoff graph. A point 

falls in one of four regions in the graph as shown in Fig. 2. In 

the “Negative Impact Region”, both L and G are less than 1, 

which is undesirable because the new protocol causes 

degradation of not only link utilization but also legacy protocol 

throughput. In the “Unlikely Region” both L and G are greater 

 0

 0.5

 1

 1.5

 2

 2.5

 3

 100  200  300  400  500  600  700  800  900  1000

T
h
ro

u
g
h
p
u
t 

ra
ti

o

buffer size

Westwood/Reno
Proposal/Reno

 0

 0.5

 1

 1.5

 2

 2.5

 3

 100  200  300  400  500  600  700  800  900 1000

T
h
ro

u
g
h
p
u
t 

ra
ti

o

buffer size

Westwood/Newreno
Proposal/Newreno

 0

 0.5

 1

 1.5

 2

 2.5

 3

 100  200  300  400  500  600  700  800  900 1000

T
h
ro

u
g
h
p
u
t 

ra
ti

o

buffer size

Westwood/SACK
Proposal/SACK

                             (a)   TCP Reno                                                            (b)   TCP NewReno                                                       (c)   TCP SACK 

Fig. 1   Throughput ratio between legacy protocols and TCP Westwood/our proposal scheme with variant buffer size 
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Fig. 2   Efficiency/Friendliness Tradeoff Graph 
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than first simulation, which would be desirable because the new 

protocol helps the efficiency of link utilization and the legacy 

protocol throughput, but as the name suggests, it is not 

expected for the new protocol. In most cases, points will fall in 

the two tradeoff regions called “Probable Tradeoff Region” and 

“Improbable Tradeoff Region”, in which an increase in G(or L)

is compensated for by a decrease in L(or G). Therefore, we 

expect to see the points in the region where G>1 and L<1

(“Probable Tradeoff Region”). We consider that the target 

points in the graph are anywhere on the line L=1, G>1, with G

as large as possible.    

 In the first simulation scenario, the bottleneck link 

bandwidth is 20[Mbps], round trip propagation delay is 80[ms], 

and then BDP is 133[packets]. The corresponding 

efficiency/friendliness tradeoff graphs are shown in Fig. 3 (a) 

and (b). For each experiment we show the points for different 

number of competing flows, N. Fig. 3 (a) and (b) show the 

results in which the buffer size of a bottleneck link router is set 

to BDP/2 (67[packets]) and 2*BDP (266[packets]) respectively. 

In Fig. 3 (a), when N (the number of total connections) is small, 

TCP Westwood increases the link utilization gain, which is an 

advantage of TCP Westwood with small buffer sizes  but TCP 

Reno experiences the performance deterioration (L<<1 ). On 

the other hand, in our proposal scheme, we can be noted that

link utilization gain is less than TCP Westwood because our 

proposal scheme is set to the adapted minRTT  which is less 

than minRTT  of TCP Westwood to control friendliness to TCP 

Reno. Note that, however, our proposal scheme in this case 

shares the bottleneck link friendly to TCP Reno (L=1). Note 

that, in Fig. 3 (b), the points of our proposal scheme are closer 

to the target points (L=1, G>1). When N is large, which means 

serious congestion, the points of our proposal scheme are closer 

to the points (1, 1). On the other hand, TCP Westwood settles in 

points where L>>1, G=1, which is unfriendly. 

 In the next simulation scenario, 2 connections (= N) sharing 

a bottleneck link are run. The bottleneck link bandwidth is set 

to 50[Mbps], round trip propagation delay is 90[ms], and then 

BDP is 375[packets]. Similar to subsection V-A, buffer sizes 

are set to four different values. Simulation results are shown in 

Fig. 4 (a) and (b) of TCP Westwood and our proposal scheme, 

respectively. When the buffer size is set to BDP (375[packets]), 

both TCP Westwood and our proposal scheme are close to the 

point (1,1). TCP Westwood achieves larger utilization gain G,

but its throughput ratio L changes greatly. On the other hand, 

our proposal scheme achieves larger utilization gain G less than 

TCP Westwood without much effect on TCP Reno. 

C.Fairness between flows with different RTT             

In previous subsections -A and -B, the round trip 

propagation delay of each connection is same. We then 

evaluate the fairness between flows with different round trip 

propagation delays. We consider N/2 TCP Reno connections 

and N/2 TCP Westwood or our proposal scheme connections; 

namely, N connections sharing the same bottleneck link with 

N=2, 6, 10, 16, 20 and round trip propagation delays ranging 

uniformly from 10ms+240/N to 250ms. The bottleneck link 

bandwidth is set to 10[Mbps] or 100[Mbps], and the buffer size 

of a bottleneck link router is set to BDP of the maximum round 

trip propagation delay connection; that is , the buffer size is set 

to 200[packets] or 2000[packets], respectively. 

As simulation results, we use Jain’s Fairness Index [11]. Jain’s 

Fairness Index is calculated by 
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IndexFairness                                              (16) 

where ib is the throughput of each connection and N is the 

number of connections. If Fairness Index is equal to 1, 

throughputs of all connections are same. Fig. 5 (a) shows the 

Fairness Index as a function of the number of connections when 

the bottleneck link bandwidth is set to 10[Mbps]. Fig. 5 (b) 

 0.99

 0.995

 1

 1.005

 1.01

 1.015

 0.7  0.75  0.8  0.85  0.9  0.95  1  1.05

U
ti
li
za

ti
o
n
 r
at
io
 G

Throughput ratio L

N=2

N=4

N=10

N=20

N=2

N=4

N=10

N=20

Westwood
Proposal

        
 0.985

 0.99

 0.995

 1

 1.005

 1.01

 1.015

 1.02

 1.025

 1.03

 0.95  1  1.05  1.1  1.15  1.2  1.25

U
ti
li
za

ti
o
n
 r
at
io
 G

Throughput ratio L

N=2
N=4

N=10

N=20

N=2

N=4

N=10N=20

Westwood
Proposal

                                        (a)   BDP/2                                                                                                                (b)    2*BDP 

Fig. 3   Multi flows with two variant buffer size on Efficiency/Friendliness graph
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shows the Fairness Index when the bottleneck link bandwidth is 

set to 100[Mbps]. Fig. 5 shows that our proposal scheme 

improves the Fairness Index than TCP Westwood. This is 

because, the buffer size of a bottleneck link router is set to the 

BDP of the connection with maximum round trip propagation 

delay (250[ms]), which is larger than BDP of the connections 

with shorter round trip propagation delay ( < 250[ms]). In this 

case, as shown in subsection -A, throughputs of TCP 

Westwood connections are degraded when the buffer size of a 

bottleneck link router is larger than BDP of each connection. 

As a consequence, when the router buffer size is too large, TCP 

Westwood and TCP Reno connections having the same round 

trip propagation delay become unfriendly, which cause TCP 

Westwood throughput degradation. This performance 

deterioration becomes remarkable when the round trip 

propagation delay is shorter. On the other hand, in our proposal 

scheme, if the round trip propagation delay of TCP Reno 

connections and our proposal scheme connections are equal, 

both connections achieve the same throughput, which is 

friendliness.        

VI. CONCLUSION

In this paper, we investigated the friendliness between TCP 

Reno and TCP Westwood when they share the same bottleneck 

link. We firstly pointed out a problem through mathematical 

analysis and simulations; the friendliness between TCP Reno 

and TCP Westwood is deteriorated according to buffer sizes of 

a bottleneck link router. That is, when the buffer size is smaller 

than the bandwidth delay product, throughput of TCP Reno is 

degraded. On the contrary, when the buffer size is larger than 

the bandwidth delay product, throughput of TCP Westwood is 

degraded by the TCP Reno connection.  

We then proposed an improved version of TCP Westwood that 

achieves friendliness to TCP Reno. Key points are as follows: 

(1) applying a bandwidth estimation technique, RCE, along 

with the original rate estimation technique, (2) estimating the 

buffer size of a bottleneck link router and deriving 

compensation parameters to force friendliness based on TCP 

throughput estimation models, and (3) updating the ssthresh

parameter with the compensated RTTmin value. We have 

evaluated performances of the proposal scheme through 

various simulation experiments. Simulation results show that 

our proposal scheme indeed achieves friendliness with TCP 

Reno versions without impact of router buffer sizes.  

As future work, we will try to extend our proposal scheme 

for high speed network. We will also consider extension of our 

proposal scheme to be applied to other rate based approaches 

such as TCP Vegas [13] and FAST TCP [20].  
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Fig. 5   Jain’s Fairness Index: TCP Reno and Westwood/Proposal connections sharing the same bottleneck link 
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