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SUMMARY Content delivery network improves end-user performance
by replicating Web contents on a group of geographically distributed sites
interconnected over the Internet. However, with the development whereby
content distribution systems can manage dynamically changing files, an im-
portant issue to be resolved is consistency management, which means the
cached replicas on different sites must be updated if the originals change.
In this paper, based on the analytical formulation of object freshness, web
access distribution and network topology, we derive a novel algorithm as
follows: (1) For a given content which has been changed on its original
server, only a limited number of its replicas instead of all replicas are up-
dated. (2) After a replica has been selected for update, the latest version will
be sent from an algorithm-decided site instead of from its original server.
Simulation results verify that the proposed algorithm provides better con-
sistency management than conventional methods with the reduced the old
hit ratio and network traffic.
key words: content delivery networks, consistency algorithm, web cache
performance, network traffic

1. Introduction

With the growth in popularity of the Internet and the wide
availability of streaming applications, how to efficiently dis-
tribute the stored content has become a major concern in the
Internet community.

Some content delivery networks (CDN) [3], [4] have
emerged, and they work directly with content providers
to cache and replicate the providers’ content close to the
end users by using geographically distributed edge servers.
More recently, some other researchers have also advocated
using a CDN structure composed of dedicated transit nodes
to distribute the large contents [19].

Although CDNs facilitate static file sharing, newly-
developed applications, such as online auction and remote
collaboration, demand that they should be able to manage
dynamically-changing files. There has been some research
[6], [9], [12], [16], [18] on this problem, which is called con-
sistency management. However, most of these studies treat
different replicas of the same content to be managed for Web
consistency in the same manner. Furthermore, how to opti-
mally select a surrogate instead of an original server to up-
date the content has not been discussed.
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In this paper, we therefore propose an optimal algo-
rithm for controlling Web consistency in content delivery.
Firstly, we carry out a theoretical analysis of the Web ac-
cess and the freshness time of objects. Based on the ana-
lytical result, we then propose a consistency priority and as-
sign different priorities to different replicas of the same con-
tent. When a given content is changed on its original server,
instead of all its replicas over the whole network, only its
replicas with high consistency priorities will be updated.

Secondly, if one replica of a given content is selected
to be updated, the latest version of this content will be sent
from a surrogate with the lowest update priority, which is
proposed based on the network topology and bandwidth.
Therefore, the latest version will be sent from an algorithm-
decided site instead of from its original server to reduce the
network traffic.

Finally, through simulations we check the performance
of our proposal when the related parameters are changed,
and find that our proposal can efficiently improve the hit ra-
tio and network traffic against the previous algorithms. We
also show that the necessary parameters in our proposed al-
gorithm can be obtained from the information readily avail-
able in the local system.

This paper is organized as follows: in Sect. 2, an
overview of the CDN system is provided. In Sect. 3, related
work with regard to consistency management algorithms is
reviewed. Section 4 presents mathematical analyses of Web
access and user delay. And our proposed algorithm is also
presented. In Sect. 5, extensive simulation results are given
and conclusions are presented in Sect. 6.

2. Content Delivery

2.1 Content Delivery Overview

How to efficiently distribute the Web content has attracted
much research. Content delivery networks (CDNs) ap-
peared recently and are deploying quite rapidly [1]–[4],
[10], [13], [14], [17], [29]. Their concern is mainly placed
on efficient delivery of static content, i.e. HTML files and
images. Some CDN companies advocate their support for
the dynamically changed content, but their technical details
are not yet clarified nor verified.

In Peer to Peer (P2P) networks, users can determine
from where different files can be downloaded with the help
of a directory service [7], [11], [24]. Peer-to-peer systems
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such as Napster [5] depend on little or no dedicated infras-
tructure. There is, however, the implicit assumption that the
individual peers participate for a significant length of time
instead.

Recently, ideas of Overlay Network, where each con-
nection in the overlay is mapped onto a path in the underly-
ing physical network, are being discussed to facilitate both
CDN and P2P. For example, Kazaa [22] organizes the clients
into an overlay P2P network. But the performance of over-
lay changes with time as nodes dynamically join and leave
the system, which is one of the problems to be resolved for
P2P network. [19] proposed a CDN architecture where a set
of intermediaries act as transit nodes (TNs), which organize
themselves into a content delivery network and are used to
replicate and forward data.

2.2 Contribution

In this paper, we propose an optimal algorithm for Web con-
sistency to selectively decide both the replica to be updated
and the surrogate to get the latest version from. The goal is
to improve the user delay caused by the old-versioned data
and to reduce the network traffic caused by delivering the
data in Fig. 1.

In order to do that, two priorities are proposed: One
is consistency priority, which is used to decide whether the
replica should be updated or not. The other is update prior-
ity, which means the priority of node to get the updated data
from.

The consistency priority is proposed by predicting the
access within its update period, based on a theoretical analy-
sis of the Web access and the freshness time of objects. The
update priority is calculated by the reduced delay during the
delivery of the updated contents among surrogates.

How to use them are as follows: Firstly, each replica of
the same content on different surrogates is assigned a con-

Fig. 1 Consistency control in dynamic content delivery.

sistency priority. When the original content is changed on
its original server, instead of all its replicas over the whole
network, only its replicas with higher consistency priorities
than the threshold will be updated. Secondly, if one replica
of a given content is selected to be updated, a surrogate with
the lowest update priority will be selected to provide the
latest version of this content. As a result, the latest version
can be sent from an algorithm-decided site with the reduced
network traffic and user delay.

3. Related Work

In Propagation method, the updated version of a document
is delivered to all copies whenever a change is made to the
document on the origin server. Although the copies always
keep the latest version of the originals by the Propagation,
this method may generate significant levels of unnecessary
traffic if documents are updated more frequently than ac-
cessed.

In Invalidation [6], an invalidation message is sent to
all copies when a document is changed on the origin server.
This method does not make full use of the delivery network
for content delivery and each replica needs to fetch an up-
dated version individually at a later time. Therefore, the
user-delay may get worse if a frequently accessed document
can not be updated on time.

[9] addressed a set of models that capture the character-
istic of dynamic content at the sub-document level in terms
of independent parameters such as the distribution of objects
size, their refresh times and reusability across time.

Cluster Lease [16] was designed to maintain data con-
sistency by propagating server notifications to cluster of
proxies in the content delivery networks. However, how
to reduce the network traffic caused by the propagation be-
tween server and proxies is not mentioned.

[18] proposed a hybrid approach that can generate less
traffic than the propagation approach and the invalidation
approach. The origin server makes the decision of using ei-
ther propagation or invalidation method for each document,
based on the statistics about the update frequency at the ori-
gin server and the request rates collected by all replicas.
However, the algorithm calculates the request times within
a fixed period which is unrelated to the documents’ lifetime.
Moreover, the replicas on different surrogate are carried out
by the same decision even different surrogate has different
access pattern.

Some Web services employ the time to live (TTL)
mechanism [8] to refresh their replicas. However, how to
decide the proper value of TTL is still not resolved.

MONARCH [12] divided Web objects into several
different groups based on object relationships and object
change characteristics. Furthermore, it identifies the rela-
tionships among objects composing a page and used rela-
tionships to keep all objects consistent.

Although assigning different value of M-TTL
(MONARCH-based TTL) to different groups can be a combi-
nation of TTL and MONARCH, how to cooperatively decide
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the M-TTL and keep the consistency among replicas stored
in different sites have not been resolved.

We ourselves proposed an integrated pre-fetching and
replacing algorithm for the hierarchical image based on a
cooperative proxy-server model, in which the metadata of
the hierarchical image was used to keep the data consistency
with user-satisfaction [23]. We also presented a scheme
for stream caching by using hierarchically distributed prox-
ies with adaptive segments assignment, in which “segment”
meant a group of pictures [27]. This method clarified ef-
fectiveness of “local-scope” server cooperation (in the net-
work) with per-segment management and discussed how to
reduce the overhead in network.

4. Theoretical Analysis

In this section, we give an analysis of Web consistency over
the Content delivery network. Firstly, in Sect. 4.1 we in-
troduce the notations used in the network model. Secondly,
theoretical analyses of Web access distribution are presented
in Sect. 4.2. Then, based on the analytical results, how to re-
duce user perceived latency is discussed in Sect. 4.3. How
to reduce the computation complexity and get the necessary
parameters are introduced in Sect. 4.4. Finally, The math-
ematically optimized consistency algorithm is proposed in
Sect. 4.5.

4.1 Notations

We assume that each surrogate is located in a different ad-
ministrative domain, such as an autonomous system (AS).
Let λi (bytes/second) denote an aggregate request rate from
clients to the surrogate i (i = 1, 2, . . . , I).

As for the contents, we assume that there are J different
contents in our CDN. A parameter Pj defines the request
probability for content j (i.e., content popularity). Here, Bj

denotes the data size of content j. In this paper we look on
content j as an update object specified by ( j). And its origin
server is defined as o( j).

Let Xi, j, be a parameter which takes a binary value of

Xi, j = 1 (if object j is stored on server i)

Xi, j = 0 (otherwise) (1)

Then, we can get a matrix X of which one element is Xi, j,
which represents a placement pattern of contents. In the ma-
trix X, only if content j is available on surrogate i, Xi, j is set
to be 1. Otherwise, it keeps zero. We all know that it is hard
to manage all contents on all surrogates, however, studies
[28] show that the surrogate-popularity shows a Power-Law
distribution, where 80% of the requests to the Web contents
is served by only top 4% most popular surrogates. Further-
more, Web contents also show extremely different popular-
ity according to Zipf-like distribution. Therefore, in a real
system, only a small part of popular Web contents on pop-
ular surrogates need to update their states of X (as its value
can be exchanged according to the coming request), while

other surrogates always keep its Xi, j to be 0. This makes
possible for us to manage the status of X in practical CDN
system.

As for the link between two surrogates, Dm,n(X) means
the shortest distance (hop count) from surrogate m to surro-
gate n under the placement X. And Cm,n denotes the average
bandwidth (per hop) along the above path from surrogate m
to surrogate n. Table 1 presents a list of parameters used in
our network model.

4.2 Definition of Web Access Distribution

Let Λ =
∑
λi be the total request rate from all the domains.

Then, for a given surrogate i, its surrogate popularity can be
given by λi/Λ.

According to the Zipf distribution which the distribu-
tion of Web access follows, the probability that the content
j is requested can be obtained as follows:

Pj =
Ω

rαj
(2)

where Ω, α are parameters of the Zipf distribution, and r j

is the ranking of request times. Therefore, we can get the
probability that a request happens for the content j from sur-
rogate i by:

P(i, j) =
Ω

rαj
· (λi/Λ) =

Ω · λi

rαj · Λ
(3)

Reference [9] shows that the freshness time of objects
follows a Weibull distribution with a CDF:

F(v) = 1 − e1−(av)b
(4)

where v is the freshness time and a and b are constants of
the Weibull distribution. In this case, for content j, the mean
E(v) (called MTTF or MTBF) of the freshness time is given
by:

E(v j) = a
−1/bj

j · Γ
(
1 +

1
bj

)
(5)

where aj, bj are parameters of the Weibull distribution and
Γ(·) is the gamma function.

Table 1 Client workload and model parameters.
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Assume the time when content j was updated last time
is t0, j, and during the period from t0, j to (t0, j + E(v j)), there
are WE(v j) total requests happened in the whole CDN system.
The client requests happen according to a Poisson process,
for example, and then the number of requests for content j
from surrogate i within this period can be obtained by:

Ri, j = WE(v j) ·
Ω

rαj
· (λi/Λ) =

Ω · λi ·WE(v j)

rαj · Λ
(6)

If the Ri, j is greater than one, it means at least one re-
quest happens for this object since it has been changed last
time. Then, to avoid sending the invalidation version of the
data, the replica of content j on surrogate i should be up-
dated when the original changes next time. Here, we define
Ri, j as consistency priority, of which usage will be discussed
in Sect. 4.5.

Note that CDN service providers often provide stronger
guarantee mechanisms for content replication to the client
content providers who pay more money. Our proposal can
be extended to satisfy the above requirement by introduc-
ing a price index (PRj). Here, PRj is the price index of the
client who requested the content j. Then, the adjusted re-
quest times can be PRj ∗ P(i, j) and the Eq. (6) will be:

Ri, j = WE(v j) ·
Ω · PRj

rαj
· (λi/Λ)

=
Ω · PRj · λi ·WE(v j)

rαj · Λ
(7)

In the above equation, as the price is introduced, for
the same content with a different price index, the one which
has larger price index PRj (which means the requester pay
more) will have a larger Ri, j, then it will be firstly consid-
ered to be updated. In other words: CDN service providers
can often provide stronger guarantee mechanisms for con-
tent replication to the client content providers who pay more
money.

4.3 Minimization of User Perceived Latency

In this subsection, we make the analysis of network traffic
cause by sending the modified version of a document. Our
goal is to fetch the latest version of the modified document
from an alternative surrogate instead of the original sever to
minimize the user perceived latency.

When a request happens for content j from a given sur-
rogate i where the latest version of content j is not available,
we assume that there are K surrogates where the latest ver-
sion of content j is available except the original server o( j).
Let k(i, j)={1, . . . ,K} represent one of the surrogates storing
latest version of content j, we can get:

K � I & k(i, j) � i

k(i, j) � o( j) & Xk(i, j), j = 1 (8)

where I is the number of servers (i.e. surrogates). These
equations mean that surrogate k(i, j) must be neither the

original server (o( j)) of the request content nor the surro-
gate (i) where this request happened, and it has the replica
of the requested content j (Xk(i, j), j = 1).

Assume that content j is originally stored in server o( j)
and Ck(i, j),i is the average bandwidth (per hop) during the
path from surrogate k(i, j) to surrogate i. Let us denote Qj be
the ratio that the requested content j is not the latest version.
Then, when a request for content j happens at surrogate i
and surrogate k(i, j) sends the latest version to satisfy this
request, the user delay during the delivery from surrogate
k(i, j) to surrogate i is given by

Tk(i, j),i, j(X)=
1
Λ
λi ·Bj ·Pj ·Qj ·Dk(i, j),i(X)/Ck(i, j),i(X) (9)

where Λ =
∑
λi is the total request rate from all the do-

mains. If we continue to define:

G j =
1
Λ
· Bj · Pj · Qj (10)

Uk(i, j),i(X) = Dk(i, j),i(X)/Ck(i, j),i(X) (11)

Eq. (9) becomes as follows:

Tk(i, j),i, j(X) = λi ·G j · Uk(i, j),i(X) (12)

Similarly, if a client sends a request for content j to
surrogate i and original server o( j) sends the latest version
to this client, the user delay during the delivery from server
o( j) to surrogate i is given by

To( j),i, j(X) = λi ·G j · Uo( j),i(X) (13)

For the whole system, if we always let the original
server send the latest version to the surrogate where the re-
quest happens, then the average user delay can be obtained:

To(X)=
∑

i

∑
j

To( j),i, j(X)=
∑

i

∑
j

λi ·G j · Uo( j),i(X) (14)

For the whole system, if a client sends a request for a
given content j at a given surrogate i, and a selected surro-
gate k(i, j) (instead of the original server) sends the latest
version to this client, the user delay is given by:

Tk(X) =
∑

i

∑
j

Tk(i, j),i, j(X)

=
∑

i

∑
j

λi ·G j · Uk(i, j),i(X) (15)

For the surrogate k(i, j) selected when a request hap-
pens for content j from surrogate i, we can calculate the
reduced user delay ∆Tk(i, j) by taking a difference of Eq. (12)
and Eq. (13).

∆Tk(i, j) = G j · λi · (Uo( j),i(X) − Uk(i, j),i(X)) (16)

Here, we define ∆Tk(i, j) as update priority and use this pa-
rameter in our proposal as described in Sect. 4.5.
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4.4 Computational Complexity and Related Parameters

Since the scale of CDN is being increased recently, to man-
age all surrogates’ all replicas’ update will cause a great
amount of computational complexity. Therefore, how to re-
duce the computational complexity should be considered.
Fortunately, previous researches [20] showed that the distri-
bution of web requests from a fixed group of users follows a
Zipf-like distribution, where most of web requests to surro-
gates are just for a very small set of objects, for example top
10%. Furthermore, in [28] it had been found that 80% of the
requests to the Web contents is served by only top 4% most
popular surrogates. Therefore, to reduce computation com-
plexity of our algorithm, it is suggested that we only need
to calculate the priorities for popular surrogates and popular
contents.

As for how to get the necessary parameters to carry
out the proposal: in our algorithm, WE(v j) need to be cal-
culated to obtain consistency priority in Eq. (6). The Web
log of CDN keeps the records of the request times when
time goes on. There are some methods for prediction [25],
[26], [32]. If the fresh time E(v j) can be predicted, the total
request times WE(v j) during the period of E(v j) can be ob-
tained. In order to grasp the current update period of the ob-
ject, an auto-regressive (AR) model can be used to predict its
current update period from its past records which are avail-
able as local information in CDN. Besides, the bandwidth
Ck(i, j),i needs to be measured to calculate update priority in
Eq. (12). There are lots of methods to measure the avail-
able bandwidth including some algorithms such as Pathchar
[33], PacketPair [30] and SloPS [31] with a guaranteed ac-
curacy.

4.5 Proposed Algorithm

We present our algorithm as follows:
1. Step1: Scalable Update Selection

When a given content j changes at server o( j), a con-
sistency priority Ri, j will be calculated according to Eq. (6).
For content j’s each replica (Xi, j = 1) over the whole net-
work, only when its consistency priority Ri, j is beyond the
threshold Th, the replica of content j on surrogate i will be
updated. Otherwise, this replica will not be updated until
a new request for content j happens at the site i next time.
Therefore, when a given content j is changed at its original
server, not all its replicas (Xi, j = 1) over all network will be
updated according to the analysis of Web access distribu-
tion.

Here, Th can be decided according the following situ-
ation, for example. If there is one request happened during
the lifetime (from the time of last update to the update this
time) of this content, then we can think this content should
be updated in order to avoid sending the invalid (old) ver-
sion of this content to the user when the request happens. In
other words: this content is worth being updated as it would
be requested once according to the analysis in our algorithm.

So Th can be set to be 1 as an example in the practical view.
2. Step2: Scalable Lowest Delay Update

Assume that there are K (Xk(i, j), j = 1, k(i, j) =
{1, . . . ,K} & K � I) replicas of content j selected to be up-
dated, for each replica at surrogate k(i, j), an update priority
∆Tk(i, j) (i.e. reduced user delay) will be calculated accord-
ing to Eq. (16). The latest version of content j will be sent
from surrogate k(i, j) with the lowest ∆Tk(i, j). Therefore, the
latest version will be sent from an algorithm-decided site in-
stead of its original server resulting in a reduction of the user
delay.

5. Evaluation of Algorithms

In this section numerical results will be presented by simu-
lation experiments to validate the proposed algorithm.

5.1 Simulation Conditions

There are 21 surrogates in our network simulator. As some
studies showed that most communication networks have
Power-Law link distributions [15], [28], where the i’th most
connected node has Ω/rβi neighbors, as for the network
topology, we carry out our proposal under the Power-Law
link distribution.

Because the distribution of web request has already
proved to follow a Zipf distribution, which states that the rel-
ative probability of requests for the i’th most popular page
is proportional to Ω/rαi , the access frequency is decided by
this Zipf distribution with a Zipf parameter 0.72 [20], [21].

About the contents, there are 1000 different objects.
We assume that the average size of objects is 10 KBytes
and the size of an invalidation message for each object is
100 Bytes [18]. The threshold of the consistency priority in
our algorithm is 1.

Client requests arrive according to a Poisson process.
All clients are always redirected to the closest server with-
out failure of request routing. The update rate of a given
object is decided at random. The total request times in the
simulations are 800000.

There are five replication algorithms we will study:

• Propagation Policy
• Invalidation Policy [6]
• Hybrid Policy [18]
• M-TTL Policy
• Proposal

To evaluate different algorithms, we use two perfor-
mance measures. One is traffic generated during the process
of sending a latest version of a given content. The other is
Old Hit, which is the percentage of objects are invalid (not
the latest version) when a request arrives at the replica.

5.2 Simulation Results

Figure 2 shows the result of Old Hit, which means that the
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Fig. 2 Status of the content and surrogates.

Fig. 3 Comparison of Old Hit with different replication algorithms.

requested data is not of the new version. Because the up-
dated version of the requested document is delivered to all
copies when a change is made at its origin server in the
Propagation, its Old Hit is zero. However, the network traf-
fic generated by the Propagation is the worst in Fig. 3, where
the traffic caused by sending the new version is shown.

As for the Invalidation [6], when a change is made
at its origin server, this method only sends an invalidation
message instead of the content itself. Then, the client need
to wait for the new version sent from the original server after
the request. As a result, the Old Hit is the worst. Further-
more, sending the invalidation messages to all surrogates
where the copies are stored also causes the additional net-
work traffic. As a result, the total traffic can not be decreased
efficiently.

The Hybrid Policy sets a threshold based on the request
frequency, if the request is beyond the threshold, the Prop-
agation Policy is carried out, otherwise, Invalidation Policy
will be used. In M-TTL Policy, objects are divided into dif-

Fig. 4 Comparison of network traffic with different replication algo-
rithms.

Fig. 5 Old Hit under different simulation times.

ferent groups based on the object change frequency. Differ-
ent groups manage their objects separately according to the
predicted TTL.

From the results in Fig. 3 and Fig. 4, we can obtain
the following conclusions: The two conventional methods
(Propagation Policy and Invalidation Policy) have their own
drawbacks respectively. The Propagation Policy generates
the worst network traffic and the Invalidation Policy causes
the highest Old Hit and more network traffic compared with
the other 3 methods (Hybrid Policy, M-TTL Policy and Pro-
posal). As for the above 3 methods, they can get the balance
of two conventional ones: Compared with the Invalidation,
their traffics are closed to that of Invalidation but their Old
Hits are much better. Compared with the Propagation, al-
though the Old Hits are more than the Propagation, their
traffic can be greatly reduced.

Since these 3 methods (Hybrid Policy, M-TTL Policy
and Proposal)’ performances seem quite close compared
with the other two methods (Propagation Policy and Inval-
idation Policy) in Fig. 3 and Fig. 4, we continue to test the
performances of these 3 algorithms when the related param-
eters are changed.

We firstly test the Old Hit with respect to the simula-
tion times. From Fig. 5, it shows that the proposed algorithm
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Fig. 6 Network traffic under different simulation times.

obtains stable performance when the simulation times are
increased. It always outperforms the other two algorithms
(Hybrid Policy and M-TTL Policy). The reason is because
the proposal decides whether an object should be updated
in a surrogate by considering not only contents request fre-
quency, but also the access pattern of surrogates and fresh
distribution.

We then do the simulation about network traffic when
the different simulation times are carried out. Similar result
is shown in Fig. 6, where the proposed one reduced network
traffic most.

Here, the performance of Hybrid Policy doesn’t change
much when simulation times are increased. In Hybrid
Polity, whether Invalidation or Propagation should be car-
ried out is decided by the rate of request times of this content
(Zj) to the total request times for all contents in CDN (

∑
Zj).

For an given contents, with the increase of simulation times,
its request (Zj) will be increased, however the total request
times for all object (

∑
Zj) is also increased. As the simu-

lation is carried out by Zipf distribution, for an given con-
tent, the ratio (Zj/

∑
Zj) of request times of this content to

the total request times for all contents in CDN will not be
changed. Then the decision of Hybrid Policy for the update
of this content j will not be changed either.

Why our proposal is better than Hybrid Policy can be
explained as follows: 1) In Hybrid, it calculates the request
times within a fixed period unrelated to an given replica’s
lifetime (the time of being valid). But our proposal calcu-
lates the access time from the time of last update to the up-
date time this time. It can reflect the latest popularity of con-
tents since being updated. 2) In Hybrid Policy, for the differ-
ent replica of the same content on the surrogate, it is looked
as the same and is assigned to the same rate (Zj/

∑
Zj). But,

in our proposal, we look at the different replica of the same
content j on different surrogate i to be different by different
consistency priority (Ri, j) since different surrogate i has dif-
ferent request pattern and popularity distribution. As a result
our proposal outperforms the Hybrid.

Finally, we change the relative cache size to test the
performance of each algorithm. The relative cache size
means the percentage of all contents that a surrogate can

Fig. 7 Old Hit under different relative cache size.

Fig. 8 Network traffic under different relative cache size.

store in. Figure 7 and Fig. 8 show that the proposal outper-
forms the other two algorithms when the relative cache size
is changed. Note even if the amount of total data changes,
the result will be the same, because we use a relative cache-
size. When the total data size is getting larger, the available
cache space will also be increased as it is the relative size of
total data. Here we just use the relative cache size to show
the performance of every algorithm under the situation of
the limited cache-capacity.

6. Conclusion

This paper discussed how to optimally manage Web consis-
tency among replicas in content distribution networks and
presented an efficient scheme to update them without wast-
ing surrogates’ resources. Based on mathematical analysis,
we proposed a novel algorithm to minimize average user
delay over traversed domains where the scalable content
consistency is obtained. Our proposal dealt with not only
popularities of contents and surrogates but also surrogate
load. We then compared our proposal with other conven-
tional methods using computer simulations.

There are a number of works to be done as further re-
searches. Firstly, theoretical analysis should be expanded to
be applicable to general cases. Secondly, implementation is
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to be carried out.
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